
AI Bias & Privacy 



Bias in NLP (AI)

• Rapid recent progress in NLP 

• Generative models, LLMs & Transformers

• Evolution niche academic field to a topic of widespread industrial and political interest

• Applications focussed solely on information content

• Concern for texts’ authors, source, social meaning of  message



Bias in NLP

• Pertinent secondary information conveyed by language
• Self-identification
• Membership in social-demographic groups

• Cultural background

• Several unintended consequences of NLP applications
• Compromising privacy/anonymity 
• Profiling 

• Deliberately exploited by malicious actors
• Unfairness caused by demographic biases
• Proliferation of harmful stereotypes 

• Potential to cause harm



How Bias Creeps In

NLP Pipeline



Training Data Bias

• NLP systems reflect biases in the language data used for training them. 

• NLP tools trained on newswire datasets 

• Standard, grammatically-sound English, e.g. Reuters, Wikipedia

• Fail to incorporate sociodemographic, cultural linguistic variations

• When applied to such languages: discriminate against certain groups

• Age, gender, race

• Real-life examples later



Data Bias: Selection Bias

• Selection does not reflect a random sample
• Men are over-represented in web-based news articles (Jia, Lansdall-Welfare, 

and Cristianini 2015)

• Men are over-represented in twitter conversations (Garcia, Weber, and 
Garimella 2014)

• Gender bias in Wikipedia and Britannica (Reagle & Rhuee 2011)



Biased Behavior

• NLP application predicting message as (non-) toxic

• Recall supervised learning 
• Model training: past labelled messages (labelled as toxic/non-toxic)

• Trained model applied on new messages

Input message Predicted Score



Biased Behavior

• Messages mentioning disabilities?
• “I am a deaf person”?



Biased Behavior

• Prediction algorithm not inherently biased

• Training data reflective of societal biases

• Model learns & replicates biases
• Gun violence associated with mental illnesses

• Model learns shortcuts —> stereotype amplification



Biased Behavior: AAVE & Toxicity

• Dialects, language variations aligned with geo/social factors
• Markers of social identity

• NLP tools trained on traditional language (English)
• Different language register from dialects

• Dialect pose fairness challenges to NLP
• Incorrect meaning representation of groups with non-standard language



Biased Behavior: AAVE & Toxicity

• Innocuous tweet tagged as “rude” by NLP tool
• Expressed in AAVE

See https://civic.mit.edu/2019/01/24/how-automated-tools-discriminate-against-black-language/

https://civic.mit.edu/2019/01/24/how-automated-tools-discriminate-against-black-language/


Racial Bias



Biased Behavior: Gender Steroetypes
• Predict word given a word pair

• Man is to supervisor as to woman is to…



Biased Behavior: Gender Stereotypes 

See Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings, Bolukbasi et al, 2016,



Biased Behavior: Gender Bias

• Well-documented case of Amazon AI recruiter (2018)
• Rates CVs , range 1-5

• Found to be discriminating against women
• Systematically given low scores for tech job
• Regardless of CV quality

• Why?
• Trained on CVs over past 10 years
• Tech industry dominated by males
• AI tool learnt patterns of male applicant CVs
• Patterns did not match CVs from other genders

Details: https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G



Biased Behavior: Language Generation

• GPT-2 (pre-cursor of current GPTx)

See: The Woman Worked as a Babysitter (Sheng EMNLP 2019)



Biased Behavior: Language Generation
• Issue addressed in later iterations



Mitigating Bias

• Invert gender pronouns in dataset & retrain models
• Suitable for gender bias, but not for other forms (racial, religion, …)

• Equalize
• Vector of gender-neutral word, e.g. babysitter

• Made equidistant to vectors of gendered words

• E.g. "secretary" made equistiant to "man" and "woman" (vectors)



Vector for "man"

Vector for "woman"

Original vector for "secretary"

New vector for 
"secretary"



Usefulness of Mitigation Approaches

• Approaches predominantly on gender-bias
• Relatively well-understood & straightforward

• Other forms of bias overlooked

• Approaches actually do not remove bias...but only hides it
• Words will be less associated with explicit gendered-words

• E.g. "nurse" less associated with "she", "woman"

• But still close (similar) to socially-marked feminine words, e.g. 
receptionist, secretary



See Gonen et al. Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender Biases in Word Embeddings But do not Remove Them. NAACL (2019))



Bias Conclusions

• NLP tools not biased by nature

• (Past) Training data is

• Society becoming more inclusive

• Data (texts) less biased, discriminatory

• Will be reflected in NLP tools
• Less biased

• Less discriminatory



Privacy

• Machine learning/NLP methods require huge volumes of training data
• More data —> acquire more diverse experience

• Better generalisation ability

• Improves fairness, mitigates bias

• Even larger data requirements for LLMs, Deep Learning

• But from where does data come from?



Privacy: Copyright

• GPT-x trained on text scrapped from Internet

• Obtained without consent
• If you have a blog, an article, reviewed a product

• Used to train GPT-x

• No compensation offered to content creators

• Scrapped data can be proprietary, copyrighted

• Generated passages from Catch-22 (J.Heller) when prompted



https://theconversation.com/chatgpt-is-a-data-privacy-nightmare-if-youve-ever-posted-online-you-ought-to-be-concerned-199283



Legal Implications
• OpenAI facing series of class-action lawsuits 

• California

• ChatGPT trained over Internet data without consent of respective users

• Violation of copyright and privacy

Details: https://cointelegraph.com/news/open-ai-hit-with-class-action-lawsuit-over-chatgpt-data-theft



• Japan’s Personal Information Protection Commission
• Warning to OpenAI

• Minimize sensitive data collection

• Possibility of further action if there are additional issues

• Commission also highlighted trade off
• Privacy concerns vs. innovation

Details: https://cointelegraph.com/news/open-ai-gets-warning-from-japanese-regulators

Legal Implications

https://cointelegraph.com/news/open-ai-gets-warning-from-japanese-regulators


Legal Implications

• Wave of actions and regulations against OpenAI
• Italy bans ChatGPT (lifted since then)

• Canada Privacy Watchdog Investigates ChatGPT

• Germany considers following Italy

Details: https://theconversation.com/chatgpt-lessons-learned-from-italys-temporary-ban-of-the-ai-chatbot-
203206



Corporate Data Leaks 

• Samsung employees unintentionally leaked sensitive data to 
ChatGPT
• Confidential source code for error checking

• Source code for “code optimization”

• Recording of meeting to generate notes

• Fear of sensitive data used by ChatGPT & served to other 
users

• Samsung memo banning generative AI tools



Corporate Data Leaks

• Similar warning issued by Amazon
• Discovered ChatGPT responses similar to internal company data

• JPMorgan Chase restricted ChatGPT usage
• Concern of regulatory risks around sensitive data leaks

• Others followed suit
• Bank of America, Citigroup, Deutsche Bank, Wells Fargo and Goldman 

Sachs

Read more: Forbes, BusinessInsider

https://www.forbes.com/sites/siladityaray/2023/05/02/samsung-bans-chatgpt-and-other-chatbots-for-employees-after-sensitive-code-leak/
https://www.businessinsider.com/amazon-chatgpt-openai-warns-employees-not-share-confidential-information-microsoft-2023-1?r=US&IR=T


Privacy: Compromising Anonymity
• Possible to “get back” training data from ChatGPT-2

• See "Extracting Training Data from Large Language Models"

https://arxiv.org/abs/2012.07805


Privacy: Conclusions

• No way of knowing what happens to data fed to LLM 
• Hosted externally

• Proprietary

• GPT-x

• Use open-source, in-house?



Hallucination

• Prone to “hallucinating"
• Generating incorrect, non-sensical word sequences

• Intrisically linked to training process
• Determine occurrence probabilities of words/sequences

• Given prompt
• Compute next most probable word (from training data), w

• After emitting: use w as context for next word

• No underlying logic, cognitive ability guiding text generation
• Stochastic parrots?



Example of Hallucination

Source: P. Fung, Deep NLP



Example of Hallucination



Example of Hallucination

• When did James Joyce and Vladimir Lenin meet?
• Meeting never happened/confirmed

Source: https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html



Assessing Answers

• Univ. Of Oxford study
• Lin et al., TruthfulQA: Measuring How Models Mimic Human Falsehoods, 2022

• 2 concepts
• Truthfulness
• Informativeness

• Truthful answer
• Avoids asserting false statements
• Accuracy; more related to hallucination

• Informative answer
• Relevant to the question
• Completeness



ModelSize & Hallucination

• Paradoxically..

Lin et al., TruthfulQA: Measuring How Models Mimic Human Falsehoods, 2022



Model Size & Generated Answers

Smallest model:
uninformative answer

Intermediate models:
More informative
But partially exaggerated

Largest model:
Mimics human 
superstition



Are LLMs Intelligent?
• GPT-4 scoring 100% on MIT EECS curriculum

• Exploring the MIT Mathematics and EECS Curriculum Using Large Language 
Models

• Deeper analysis revealed several methodological flaws
• Solutions leaked via prompts

• Model returned confused answers --> could not be graded

• “And no, GPT-4 cannot get an MIT degree.”

https://arxiv.org/abs/2306.08997
https://arxiv.org/abs/2306.08997
https://flower-nutria-41d.notion.site/No-GPT4-can-t-ace-MIT-b27e6796ab5a48368127a98216c76864%20​


Are LLMs Intelligent?

• Several experiments on Indian Examinations
• Highly competitive & challenging

• ChatGPT
• Fails civil service examination
• Fails Joint Entrance Examination (Engineering)

• Could only answer 11 questions

• Scores 45/100 in medical entrance examination

Be wary of  the hype!

https://www.livemint.com/technology/tech-news/when-chatgpt-tried-to-solve-jee-advanced-exam-here-s-what-happened-11681265130814.html​


Conclusion: Privacy &LLM Hype

• Privacy increased importance in LLM era
• Extreme caution training data selection

• Legal implications 

• LLMs can be useful, especially for writing and coding assistance.
• Often hallucinate.
• Possess limited understanding of physical world
• Very poor planning abilities 

See https://github.com/felix-zaslavskiy/large-language-model-chats/blob/main/chats/chatgpt-16.md

https://github.com/felix-zaslavskiy/large-language-model-chats/blob/main/chats/chatgpt-16.md
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